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Abstract Methodology

e OOP: Agents are computed through for-loops, multi-threads, or multi-processes. However,

* Existing multi-agent simulators 2 Object- since a desktop CPU has 10-20 threads, each CPU thread computes multiple agents serially
Oriented Programming (OOP) - CPU in a loop. 2 computational speed increases almost linearly with the number of agents
* This simulator:  DOP: grouping the computations of homogeneous agents together and parallelizing them
* homogeneous agents = Data-Oriented in batches using tensors, which can be computed directly on GPUs. 2 computational
Programming (DOP) - GPU speed remains almost the same with the number of agents
* heterogeneous agents = multi-process oot o N ~N %g' Z"a
x ~ gentl > path . . {2
* The simulator is developed using PyTorch, Agent 1 »[ path »{ Autopilot »[ pynamics J - Follower Autoptlot | | Dynamics | | s
. . J J n —>
and is further accelerated using . . 5 O 6 O 0
Agent 2 Path Autopilot Dynamics N N
TorchScript, a tool from Al community for ; Follower | [ "°P T e PyTorch PyTorch Pyforch | =
model deployment """ AgentN —» nn.Module nn.Module nn.Module | ||
* Simulating 5,000 nonlinear quadrotors for Agent N { A H Autopilot H Dynamics ] 4 & Y/ = J < Lo
1 round = less than 2ms nn.Module —  hseript ~  C*
Fig. 1. Object-Oriented Programming (OOP) Fig. 2. Data-Oriented Programming (DOP)
Algorithm Side [ ] Pandas DataFrame ~ ——> Comm. By Queue = ——> Comm. By Socket = ——> Comm. By Variable

The proposed simulator consists of a
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T states are transmitted to 4 directions.
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, i the Algorithm Side via an algorithm
Central Side D Algorithm Comm. | C :
Data-Oriented Programming Subprocess i communication subprocess, which
- Path following T (Optional) | uses this information for
- Low-level control Continue/Stop

; evaluation and decision making.

- Dynamics Collision/Detection Simulation
Subprocess . . . . .

_ Commands handling ; * Direction (2) calculates collision

N High]evel and detection results, which are
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Fixed-wing .
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Fig. 3. The system structure of the proposed simulator

users can manipulate the mouse to
influence the agents’ behaviors.

Performance and Example Conclusion

e Data-Oriented Programming is
suitable for multi-agent simulation
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 Written in PyTorch and accelerated
by TorchScript is a great balance of
flexibility and efficiency

12 i+

10 -

Get the paper!

e Authors cannot attend the conference
because of the visa problem
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Fig. 4. Running time as a function of number of  Fjg. 5. Demo: one paper accepted
agents based on the log coordinates. The time by ICRA 2023 is supported by this
remains stable under 5,000 quadrotors. simulator. Paper link:

if you are interested!
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