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Abstract— This paper presents a comprehensive approach to
oil spill detection, inspection, and monitoring using Unmanned
Aerial Vehicles (UAVs). A simulated environment was developed
to illustrate and provide dynamic and realistic data of a case
of oil spill around an offshore platform based on Unity 3D and
ROS frameworks. The validation of the multi-UAV collaborative
system was conducted to detect, inspect, and monitor oil spills
in this environment. The results demonstrate the effectiveness
of using simulated environments, which allows the system to
be tested and validated faster and more cost-effectively, thus
accelerating the development of the research and facilitating
the gaining of useful knowledge about the issue in question.

I. INTRODUCTION

Nowadays, UAVs are being adopted for a variety of
applications. Simulators are a highly valued research tool in
robotic systems, as they accelerate the development process
of the project, reduce cost, and mitigate failures and problems
that could only be verified in the real environment. Simulated
environments also allow users to emulate obtaining accurate
and real-time information, which is essential for effective
decision-making in validating the project development pro-
cess.

Due to the specific needs of each application, customiza-
tion of simulated environments is becoming increasingly nec-
essary. Some works have been dedicated to the development
of tools for the creation of custom environments [1], [2], [3],
[4], [5], [6].

The application of environment monitoring using UAVs re-
quires high-quality visual simulators. To ensure accuracy and
effectiveness, UAVs can be equipped with specific sensors to
detect the problems in each application. And then, this allows
researchers to identify specific points that need attention and
to develop solutions accordingly. Simulated environments
have been widely adopted in research to improve proposed
solutions. These simulations provide a safe and controlled
environment to test and evaluate different strategies and
algorithms, allowing researchers to gain valuable insights
into the problem at hand.
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In this article, we present a simulated environment aimed
to illustrate and provide dynamic and realistic data of a
case of oil spill around an offshore platform. Furthermore,
we discuss the application of multi-UAVs as a proposal to
detect and map the slicks and highlight the importance of
having simulators with superior visual quality to improve
the development of research in the area of monitoring.

II. ENVIRONMENTS - UNITY SIMULATOR AND ROS

The Unity 3D Engine [7] was used to generate a real-
istic simulated environment in conjunction with the Robot
Operating System (ROS) framework [8]. ROS is a popular
framework for robotics, and the Unity 3D community pro-
vides many examples and solutions for game design [9], pro-
viding high-end graphics, GPU utilization for parallelizable
computation, and simple test scene design.

The communication between ROS (rosbridge — suite
[10]) and Unity3D (rosbridgelib [11]) makes it an invaluable
asset for robotics development. Figure 1 shows an illustration
of the abstraction layers in data transfer between the Unity3D
engine features and ROS framework modules.
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Fig. 1. ROS and Unity 3D communication diagram based on [9]. This
diagram illustrates the abstraction layers in data transfer from the unity3D
engine features to ROS framework modules and vice versa.

The environment proposed! in Unity 3D features a physics
engine with fluid motion, which allows for the simulation
of realistic water movement and oil spills in real-time, an
example of the high level of visual fidelity achieved can
be viewed in Figures 2 and 3. The textures and lighting
provide a high level of visual fidelity, creating a stunningly
realistic environment. The combination of these elements
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created an immersive experience that allowed multiple tests
to be conducted for testing the oil-spill monitoring in this
simulated environment.

As can be observed in Figures 2 and 3, the oil slick spreads
out from its source in all directions, forming a dark stain on
the surface of the water. The oil is a deep, iridescent black,
reflecting the light of the sun on the surface of the water
as it moves outward. The slick gradually covers more and
more of the water, creating a stark contrast between the clear
water and the oil.

Fig. 2. A simulated oil spill from a storage tank. An oil offshore platform,
a base, and an oil slick spread out from it in all directions. The slick is a
dark, murky color and spreads across the surface of the water.

Figure 2 shows a simulated oil spill from a storage tank.
This type of spill is caused by a breach in the tank wall,
which can be caused by corrosion, mechanical damage, or
other factors. Figure 3 shows a simulated oil spill that can be
from a pipeline or a wellhead. The pipeline spill is caused by
a rupture in the pipeline, which can be caused by corrosion,
mechanical damage, or other factors. The wellhead spill is
caused by a failure in the wellhead, which can be caused by
corrosion, mechanical damage, or other factors.

The oil flows into the seawater considering a realistic fluid
dynamics model, which was also applied to seawater and
wind movements. All of these types of spills can be simu-
lated in a controlled environment allowing the development
of strategies to prevent, monitor and deal with them.

III. DETECTING AND MONITORING OIL SPILLS USING
MULTI-UAV'S

Oil spills can have devastating environmental conse-
quences, including the death of marine animals and the
contamination of water and soil. To minimize the dam-
age caused by oil and derivative spills, companies must
invest in prevention, preparation, and rapid response. This
includes having an Individual Emergency Plan approved by
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Fig. 3. Different perspectives of oil spills: a simulated oil spill that can
be from a pipeline or a wellhead.

the environmental agency of each country, such as Brazil’s
Resolution CONAMA No. 398/2008 (Conselho Nacional do
Meio Ambiente - National Council for the Environment)
and the United States of America’s EPA (United States
Environmental Protection Agency). As well as having trained
and well-equipped teams with appropriate equipment and
materials. The emergency plan should include procedures
for the alert system, monitoring, and operational procedures
for oil spill response, such as visual monitoring and sample
collection. Additionally, detailed mapping for monitoring
should be done to characterize the base condition and identify
changes as well as incidents.

A. Multi-UAV Collaborative System

In this context, the Flying U2 Team proposed a Multi-
UAV collaborative and autonomous system for the detection,
inspection, and monitoring of oil spills, adopting this realistic
simulated scenario.

1) Framework Architecture : The Multi-UAV collabora-
tive system works in a leader-follower, heterogeneous archi-
tecture as explained in Figure 4.

The leader system is a customized F450 UAV, chosen
for its larger processing and storage capacity compared
to the other UAVs in the team, and it includes a neural
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Fig. 4. Framework Architecture

network-based vision system for real-time target detection.
The follower system is composed of a set of UAVs named
ART?2, designed to land on water, immerse an optical sen-
sor, and analyze samples in situ. This system is capable
of performing real-time target detection, coordinating path
planning, and assigning tasks online for the team of hetero-
geneous UAVs. In addition, the system includes hardware
integration, communication, path planning, decision-making,
control, mapping, active segmentation, and a Multi-UAV
Informative Path Planning (MIPP).

Figure 5 shows the F450 and ART2 used as the leader
and the follower drones, respectively. From the simulated
environment, we adopted the Software in the Loop strategy,
which benefited the development of the system. This strategy
allows the development of the system without the need for
physical hardware.
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2) Active Segmentation System : To identify the oil spill
problem, we first analyzed real images from an open-source
dataset to gain an understanding of the issue. Semantic

segmentation was deemed the best way to classify an oil
spill because it allows for a detailed analysis of the size
and coverage of the spill. This type of segmentation uses
deep learning algorithms to identify and classify objects in an
image, as the identification requires both speed and accuracy.
The UNet fully convolutional neural network was chosen
for the image segmentation and classification task due to its
suitability for the training data, its simple training procedure,
and its fast inference time [12].

The UNet was structured with MobileNet as the encoder
[13], which was pre-trained on ImageNet. The CNN utilized
categorical cross-entropy as the loss function and Adam opti-
mizer for optimization. To enhance the dataset, we improved
the model equations for the spill expansion in the simulated
environment to compose various scenarios for training the
network. And to expand the dataset used for training, data
augmentation techniques such as rotation, translation on the
X and Y axes, scaling, gamma contrast, flipping, and median
blur were utilized, thus enhancing the model’s robustness to
deformations.

The metrics were calculated using the Intersection over
Union (IoU) method, obtaining an IoU of 94% from a total
of 241 images. From the training, testing, and validation,
the active segmentation algorithm can be embedded in the
UAV to identify regions of interest, providing information to
MIPP.

IV. RESULTS

The functionality of the simulated environment with the
collaborative multi-UAV architecture was tested using the
structure of the diagram presented in Figure 6. The F450
UAV uses path planning to minimize time and distance
traveled while maximizing the amount of data collected in
real time. During coverage of the area, it collects images
(Fig. 7 a) and data produced by the State Estimator, and then
send them to the Active Segmentation system Section III-
A.2). The Active Segmentation system identifies the target
(Fig. 7 b) and sends the center and extreme points of the
coordinates to the MIPP. These points are grouped and
evaluated to ensure that it is a contaminated area. The
coordinates of the point of interest are sent to the Online
Route Planning algorithm, which calculates the best ART2
route.
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Each ART2 executes the route and collects samples in
each specified point (Fig. 8). Thus, the leader quickly and
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Fig. 7. Multi-UAV Platform - F450

accurately assesses the environment and sends reports that
ensure the safety and success of the mission.

(b)
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Fig. 8.

V. CONCLUSIONS
In conclusion, the realistic simulated environment pro-
posed in Unity 3D provides a powerful tool for testing
and evaluating strategies and algorithms for the detection,

inspection, and monitoring of oil spills. The combination
of the physics engine, textures, and lighting creates an
immersive experience that allows for multiple tests to be
conducted in a safe and controlled environment. From the
ROS Framework was possible to use the multi-UAV collab-
orative system enabling the reconfiguration and expansion
of specific objectives, in addition to minimizing the task
completion time by executing different processes in parallel.
The simulated environment provides a safe and controlled
environment to test and evaluate different strategies and
algorithms, allowing researchers to gain valuable insights
into the problem at hand, thus accelerating the development
of the research and reducing the cost of the experiments.
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