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Recap

Foundations

2 Weeks (problem formulation, terminology, collision checking)

Search-based

2 Weeks (A* and variants;

state-lattice-based plan-

ning)

Sampling-based

5 Weeks (RRT, PRM,

OMPL, Sampling Theory)

Optimization-based

2 Weeks (SCP, TrajOpt)

Current and Advanced Topics

3 Weeks (Comparative Analysis, Machine Learning and Motion Planning, Hybrid- and

Multi-Robot approaches)
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PRM: Probabilistic Roadmaps



Recap: Lecture 3: Probabilistic roadmap

Probabilistic roadmap

Idea: Sample random points in configuration space
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Probabilistic Roadmap [1]

• Randomized algorithm, published in 1996

• Two stages

1. Pre-processing (given environment and robot)

• Generate a weighted graph (roadmap)

2. Query (given start and goal configuration)

• Graph search

Multi-Query Planning

For the same environment and robot, only state 2 needs to be exe-

cuted. Thus, PRM is a multi-query planner.

3



Probabilistic Roadmap [1]

• Randomized algorithm, published in 1996

• Two stages

1. Pre-processing (given environment and robot)

• Generate a weighted graph (roadmap)

2. Query (given start and goal configuration)

• Graph search

Multi-Query Planning

For the same environment and robot, only state 2 needs to be exe-

cuted. Thus, PRM is a multi-query planner.

3



Probabilistic Roadmap [1]

• Randomized algorithm, published in 1996

• Two stages

1. Pre-processing (given environment and robot)

• Generate a weighted graph (roadmap)

2. Query (given start and goal configuration)

• Graph search

Multi-Query Planning

For the same environment and robot, only state 2 needs to be exe-

cuted. Thus, PRM is a multi-query planner.

3



Graph Generation

1 def GenPRM(Q;Wfree ;B(�);N):

2 G = (V; E) = (;; ;)
3 # Generate N vertices

4 while jVj < N:

5 q = Sample(Q)

6 if B(q) � Wfree:

7 V = V [ fqg
8 # Connect vertices

9 for q in V:

10 for p in fp 2 V : isNeighbor(p;q)g:
11 if path q to p feasible:

12 E = E [ fpath q to pg
13 return G
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Query

1. Add qstart and qgoal to V
2. Connect qstart to at least one q 2 V
3. Connect qgoal to at least one q 2 V
4. Use A* to find shortest path from qstart to qgoal

5



Ideal Roadmap Properties (1)

What constitutes a \good" roadmap?

ˆ Accessible: For anyqstart 2 Q free we can compute a path to someq 2 V

ˆ Departable: For anyqgoal 2 Q free we can compute a path from someq 2 V

ˆ Connectivity-Preserving: For anyq; p 2 Q free that can be connected, there is a
path in the roadmap

ˆ E�cient with factor � : For anyq; p 2 Q free that can be connected with costc� ,
there is a path in the roadmap with a cost of� c� or less

ˆ Sparse: As few vertices and edges as possible
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Ideal Roadmap Properties (2)

1 def GenPRM(Q; Wfree; B(�); N):
2 G = ( V; E) = ( ; ; ; )
3 # Generate N vertices
4 # ...
5 # Connect vertices
6 # ...
7 return G

When is the roadmap accessible, de-
partable, connectivity-preserving, e�cient,
sparse?

N ! 1

There will beq 2 V for almost every con-
�guration in Qfree.
+ Accessible, Departable, Connectivity-
Preserving, E�cient
- Not sparse; very slow computation (both
pre-processing and query)

N ! 0

- Not Accessible, Not Departable, Not
Connectivity-Preserving, Not E�cient
+ Sparse
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Practical PRM Considerations

ˆ Can run pre-processing and query in parallel
ˆ Incrementally increase roadmap size
ˆ Periodically check if a solution can be found
ˆ Avoids pickingN explicitly

ˆ Many variants are possible based on choice of Sample, isNeighbor, and feasible
path computation

ˆ Result is in the correct homeomorphism class, but often far from optimal () Path
Smoothing)
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Sampling



Rejection Sampling

Rejection Sampling

1. Sampleq 2 Q from a given distribution

2. Repeat untilB(q) � W free (or: q 2 Q free)

Does not requireQfree explicitly
Ine�cient in highly constrained
spaces

Common distributions: Uniform distribution, Gaussian/Normal distribution,
Deterministic Sequence
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